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Cori KNL: Things Look Good!
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Richard Gerber
Dec 8, 2016

Allocations and 
usage update; 
charging plans 
for 2017



2016 Allocations and Usage

NERSC will once again overdeliver on compute hour 
commitments to DOE Production and ALCC

DOE Production
Target: 2,477 M Hrs 
Pace:   2,565 M Hrs

ALCC
Target: 223 M Hrs 
Delivered: 249 M Hrs

Scavenger  
Delivered: 78 M Hrs 
(3% of total)



We know there is queue pain

Edison
Oct. avg wait: 112 hours
Nov. avg wait: 39 hours
‘Typical’ wait: ~12-18 hours

Cori Haswell
Oct. availability: ~0%
Nov. availability: 84%
Target: 90%
NERSC ‘typical’: 96-99.5%

Queue wait time “heat maps” where each cell is 
color coded by the average wait time. Hours 
requested increases across columns and nodes 
requested increases down rows. Red color 
indicates a wait time of greater than 36 hours.

Edison October 
2016

Edison November  
2016



NERSC’s Response to Demand for Hours

In addition to enabling science at unprecedented scale

● Cori KNL nodes will provide an estimated 4.8 B DOE 
Prod NERSC Hrs/year

● 2X that provided by Edison and Cori Haswell combined
● 3X overall increase in NERSC hours

KNL nodes will be “free” through June 30, 2017!
Edison and Cori Haswell will continue to be in full production mode for all of NERSC AY2017.
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Preparing for 
Cori KNL 
access
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Key Messages

•
–

•
– module swap craype-haswell craype-mic-knl

•
– #SBATCH -C knl,cache,flat

–

http://www.nersc.gov/users/training/events/2016-nesap-workshop-and-hack-a-thon/
http://www.nersc.gov/users/training/events/2016-nesap-workshop-and-hack-a-thon/
http://www.nersc.gov/users/training/events/2016-nesap-workshop-and-hack-a-thon/


KNL vs Haswell

•



KNL vs Haswell

•
AVX2 (haswell)
Operation on 4 
DP words

AVX-512 (knl)
Hardware can 
compute 8 DP 
words per 
instruction



KNL vs Haswell

•

GFLOPS

Arithmetic 
intensity



KNL vs Haswell

•

68 cores (2 per  tile)
4 threads / core
 = 272 threads



KNL vs Haswell
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MCDRAM/Clustering Modes
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MCDRAM in a nutshell
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MCDRAM modes

DDR DDR

MCDRAM

MCDRAM

Cores & 
cache

Cores & 
cache“memory”

“memory 0”

“memory 1”

Flat mode: better achievable performance
● Which memory do I want to use?
● For which arrays?

Cache mode: 
● No need to do anything
● Most of the flat-mode 

performance, most of the 
time



Clustering Modes

•

•
•

•

•
•



Clustering modes

•
–

–

•
–

–
•



Topics

•
–
–

•
•



How to compile

module swap craype-haswell craype-mic-knl

•

– -mknl
-hmic-knl

•
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How to run on KNL
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• sinfo -p knl --format="%15b %8D %A"
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Key Messages
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– module swap craype-haswell craype-mic-knl
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